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Abstract

I build a dynamic general equilibrium model aimed at making sense of the so-called
"Austrian Theory of Money and Credit". Results are mixed but, I hope, informative
at least from a historical perspective. Next, I ask the model if it is true that "low"
interest rates always cause booms and busts, as it is often claimed. Also in this case, the
verdict is interestingly ambiguous. It is volatile, more than low, interest rates that may,
under certain circumstances, give rise to sequences of booms and busts. This finding has
both theoretical and practical implications supporting the old view that rules, in central
banking, are in general preferable to discretion.
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1. Introduction

This is a preliminary and higly incomplete paper. It should not be circulated for any purpose
other than that of this seminar.
I make an attempt at formulating a dynamic general equilibrium version of what is gener-

ally labeled as "Austrian Monetary Theory" or "Austrian Theory of the Business Cycle". Such
theories are generally associated to the names of Ludwig von Mises and Friedrich Hayek (among
other, more detailed references should be added) and have been somewhat out of fashion for a
while in standard macroeconomics. Part of the reason for their falling out of fashion appears
to be their "vagueness", i.e. the fact that most of their intuitions have never been formalized,
and arguments are never proven rigorously but only by means of very special examples. Here I
make an attempt to recast what I believe to be a reasonable version of the "Austrian Monetary
Theory" in a setting with which modern macroeconomists should be familiar enough. I then
use the model to derive the aggregate implications of different sets of institutional assumptions
about banking regulation and the role of central banks. In these notes such results are sum-
marized only informally making them, therefore, truly "Austrian" ... at least in style. Formal
proofs will eventually be added.
Recent, and not so recent, events have sparked a renewed popular attention to such theories

- certainly in the popular press if not among academic researchers (for the one exception I
am aware of, see Diamond e Rajan [2009]) - as they are supposed to have "predicted" what
happened in the Western economies, and in the USA especially, between, roughly speaking,
1995 and 2009. A reasonable summary of such theories is the following one, which I have
copied from the Wikipedia page titled "Austrian business cycle theory"1

The Austrian business cycle theory ("ABCT") attempts to explain business cycles through
a set of ideas held by the heterodox Austrian School of economics. The theory views business
cycles (or, as some Austrians prefer, "credit cycles") as the inevitable consequence of excessive
growth in bank credit, exacerbated by inherently damaging and ineffective central bank policies,
which cause interest rates to remain too low for too long, resulting in excessive credit creation,
speculative economic bubbles and lowered savings.[1]
Proponents believe that a sustained period of low interest rates and excessive credit creation

results in a volatile and unstable imbalance between saving and investment.[2] According to

1http://en.wikipedia.org/wiki/Austrian_business_cycle_theory I refer the reader to the Wikipedia page for
the details of the footnotes and the references found in the quotation below.
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the theory, the business cycle unfolds in the following way: Low interest rates tend to stimulate
borrowing from the banking system. This expansion of credit causes an expansion of the supply of
money, through the money creation process in a fractional reserve banking system. It is asserted
that this leads to an unsustainable credit-sourced boom during which the artificially stimulated
borrowing seeks out diminishing investment opportunities. Though disputed, proponents hold
that a credit-sourced boom results in widespread malinvestments. In the theory, a correction
or "credit crunch" —commonly called a "recession" or "bust" —occurs when exponential credit
creation cannot be sustained. Then the money supply suddenly and sharply contracts when
markets finally "clear", causing resources to be reallocated back towards more effi cient uses.
Given these perceived damaging and disruptive effects caused by what Austrian scholars

believe to be volatile and unsustainable growth in credit-sourced money, many proponents (such
as Murray Rothbard) advocate either heavy regulation of the banking system (strictly enforcing a
policy of full reserves on the banks) or, more often, free banking.[3] The main proponents of the
Austrian business cycle theory historically were Ludwig von Mises and Friedrich Hayek. Hayek
won a Nobel Prize in economics in 1974 (shared with Gunnar Myrdal) in part for his work on
this theory.[4][5]
The Austrian explanation of the business cycle varies significantly from the mainstream

understanding of business cycles, and is generally rejected by mainstream economists.
Because, on the one hand, I am not sure I have fully understood what the Austrians mean

in many of their writings and, on the other hand, I have also found some of their statements
dubious at least, the (set of) models I present below, while inspired by some Austrian writers, are
most certainly "pseudo-Austrian". While the notes contained here are part of a more ambitious
project, here a brief list of the things you will find in the following pages.

1. I develop a dynamic general equilibrium model of a credit economy with production and
flexible prices, in which the Austrian ideas about the origin of credit, fractional reserves,
fiat money and Central Bank’s (CB, from now on) role can be analyzed.

2. Under private banking (absent a CB) the economy has a competitive equilibrium where
a "natural real rate of return" (reminiscent of Knut Wicksell’s concept) obtains. Other
than for external shock, this economy tends to live near or at its steady state.

3. Contrary to a long-held Austrian view, the competitive equilibrium with only private
banking - and, either, no fractional reserve, or finite fractional reserve and no fiat money,
or fractional reserve and fiat money and a strictly positive interest rate on money - is not
optimal.

4. The allocations described in 3 can be improved upon by the introduction of, respectively,
a fractional reserve system, fiat money, a CB and, in fact, a monetary policy setting the
nominal interest rate at zero. In a particular, but relevant, case the usual Friedman Rule
does apply and it implements the first best.

5. CB’s policies may have real effects, in the sense that the CB may or may not implement
the first best and this leads to different real allocations.

6. Once "full employment" is reached, monetary policy has no further real effects and a more
"loose" policy only changes the price level.
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7. When monetary policy has real effects, these include an increase in the value of risky
assets.

8. In a subset of these circumstances, monetary policy leads to an increase in the nominal
value of assets without changes in the price of output.

9. Sustained credit expansion that are suddenly reversed may lead to oscillations resembling
booms and busts, at least in a stylized sense.

10. Still, a boom-bust obtains only when the CB makes mistakes, either by using the wrong
model of the economy or by incorrectly interpreting the signals it receives from the private
economy.

The rest of the (incomplete) paper (and of my presentation) proceeds as follows. In Section
2, I study a sequence of constrained central planner problems that are meant to clarify what is
it that banks and fiat money do in my economic environment. In section 3 I introduce the basic
elements of the decentralized economy. In section 4, I list the main properties of the competitive
equilibrium. In section 5 I extend the model to allow for the simultaneous presence of "short"
and "long" production processes, and derive the conditions under which a boom-bust obtains
in equilibrium. All the rest is missing: proofs, calibration, analysis of the data, simulations,
references and a better and more interesting introduction.

2. Three Central Planner Problems

I start by describing three aggregate economies in which a fictitious and benevolent (how
could it be otherwise?) Central Planner (CP) determines the intertemporal allocation under
different institutional constraints that are induced (through an act of the CP) by different
assumptions about the relevant informational and contractual frictions. We will, eventually,
identify such different institutional constraints with the financial regimes briefly mentioned in
the introduction.
This section should serve as a synthetic illustration of my view - which should probably be

labelled as "eventually Panglossian" - about the functional roles and historical origins of bank-
ing, bank notes, fractional reserves, fiat money and central banks. A more detailed discussion
of such historical and theoretical issues are in Boldrin [2015].

2.1. The Frictionless Economy

Our starting point is a particular version of the classical Brock&Mirman [1972] economy with
two aggregate production functions, a representative household and technological uncertainty.
At the start of period t, the economy is endowed with two kinds of capital stock: kt and

η′t. The stock kt is irreversibly invested in a risky technology, while η
′
t consists of stored output

that can be either consumed or invested (ηt) in a safe production process. Labor time, L,
is also available that may be used (to keep things simple) only in the risky technology. The
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technological and resource constraints are:

ct + η′t+1 + kt+1 = Yt = ztF (kt, `t) + (1 + r)ηt,

ηt ≤ η′t
`t ≤ L.

Aggregate output, Yt, is the sum of what obtains from the risky, Y 1
t = ztF (kt, `t) = ztG(kt, `t)+

(1 − µ)kt, and the riskless, Y 2
t = (1 + r)ηt, technologies. The function G(kt, `t) is a strictly-

decreasing returns to scale production function of two inputs (an entrepreneurial fixed factor
should be introduced when considering the decentralized banking problem) and 0 < µ < 1 is
the depreciation rate. In a given period t the scale of production for G is pre-determined by the
capital stock, kt. This was sunk at the end of period t − 1, when the current aggregate state,
zt, was still unknown. The variable input I call "labor", `t, is hired during the current period,
after zt is revealed. That the amount ηt actually employed in the risk free technology may be
less than the amount initially stored, η′t, will become relevant only later, in the economy with
frictions. At the end of the period, output can be either consumed, ct, or invested again in
either of the two technologies, η′t+1 and kt+1.
The aggregate productivity shock, zt ∈ {zt, zt}, follows a Markov process, while the, infi-

nitely lived, representative individual has a period-utility function u (ct)+v(L− `t) with all the
standard properties and a constant discount factor δ. The social planner solves

max
{ct,ηt,`t,kt+1}∞t=0

E0

∞∑
t=0

δt[u (ct) + v(L− `t)]

subject to the previous and the non-negativity constraints. Make standard assumptions (see
Appendix II - TBA) about the relative productivity of the two technologies under good and bad
shocks. Then this is a Brock-Mirman (1972) model, and it satisfies all of its basic properties.
In particular, after the aggregate shock is realized the planner will hire labor up to the point
at which

ztF2(kt, `t) = v′(L− `t)/u′ (ct) .
The intertemporally effi cient allocation, on the other hand, satisfies

u′ (ct) = δ(1 + r)Et {u′ (ct+1)}
u′ (ct) = δEt {u′ (ct+1) zt+1F1(kt+1, `t+1)}

This is the unconstrained first best in which both technologies at their effi cient levels and
labor is employed up to the point at which its marginal product equals the marginal utility of
additional leisure.
A key property of the first best, when decentralized through Walrasian markets, is that the

variable factors we have grouped under the label "labor" are supplied on credit, i.e. workers
and other suppliers of variable inputs believe that a contract - promising that a share of future
output will be delivered to them at the end of the period - is costlessly enforceable. More
generally, our model distinguishes sharply between the role of entrepreneurial capital - which
is sunk before uncertainty is revealed, males all production decision and acts as a residual
claimant on output - and variable or rotating capital that is used to acquire the services of
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suppliers work on the basis of a belief that their credit will be honored. In other words, they
work on "trust". Let us assume next that such "trust" evaporates.

2.2. No Enforceable Promises

Retain all the previous assumptions and add the hypothesis that households do not trust anyone
when it comes to labor payments, not even the Central Planner. That the households refuse to
work in exchange for a promise of future payments may be due to any kind of reason. Maybe
intertemporal contracts are not enforceable, or only partially so and at a prohibitive cost.
Maybe neither Y 1 nor Y 2 can be observed by the members of the household supplying labor,
and those managing the production processes are not to be trusted. Or maybe the households,
overall, do not believe the planner can keep its promises, i.e. be time-consistent. Be it as it
may, workers accept to supply labor only after having been paid their wages in kind. This
is a pretty rude way of behaving, we agree, but apparently that is what the world out there
looks like: people seldom take un-backed promises at their face value, at least as long as the
promises are not supported by some credible threat or by the state authority. In our model, so
far, there is a CP but there is not a "state": states are not benevolent central planners. To put
in the jargon of contemporary economics, I assume we are now in a world of one-side limited
committment.
Hence, in a world empty of mutual trust, the central planner cannot promise households -

as it does in the Brock-Mirman model - that at the end of the period they will be paid their
marginal productivity times the hours worked. Meaning that, as far as labor employment is
concerned, this is a barter economy in which labor can be hired only if it can be paid up front.
The linear technology turns out handy in these circumstances, as it enables the CP to store
goods overnight. The stored output can be used, in an amount depending on the level of the
aggregate shock, to pay the workers their due, inducing them to work during the period.
The planner problem, then, is the same one as before plus the additional constraint

v′(L− `t)`t ≤ (η′t − ηt)u′(ct).
The latter says that, to employ labor in the first sector, the CP must withdraw resources from
the safe technology until the point at which

(2 + r)v′(L− `t)− (1 + r)v”(L− `t)`t = u′(ct)ztF2 (kt, `t) .

This is an ugly equation, but in the baseline case in which v(L − `t) = v · (L − `t), it looks a
lot simpler

(2 + r)v = u′(ct)ztF2 (kt, `t) ,

which always has a unique solution for the employment level. This is suboptimal with respect
to (and smaller than) the one in the frictionless economy, as the latter satisfies

v

u′(ct)
= ztF2 (kt, `

∗
t ) .

In other words, mutual trust and intertemporal contracts enforceability are good things to
have, which is not a surprise. This is a word where "money" is only used in intra-temporal
transaction (intra-temporal with respect to the production period, obviously) and there is
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really no "credit", hence no banks of any kind. What this observation makes clear, though,
is that even if we had money, either "fiat" or commodity money, to be used in transactions,
there would still be room for some other social compact that could improve the equilibrium
allocation. Technically speaking, this means that a transaction demand for money, of the kind
arising for example in the class of models that follow on the pathbreaking work of Kiyotaki and
Wright [1989], could be appended to the constrained Brock and Mirman model I have sketched
here, without altering the conclusions reached so far, and those to follow as well.

2.3. Small Friction: Private Banking

Assume, next, that the safe production process is fully observable, hence workers can verify
both what is invested there and what the rate of return is. Furthermore, the safe production
process takes place under everyone’s eyes, and its output cannot be hidden away; implying that
promises to pay part of it to someone at the end of the period are costless to enforce. This
enables the CP to make workers a credible promise of future payment by handing them IOUs
payable in units of the output of the safe technology. To the extent the workers can monitor
the riskless process, and collect their payments from there in case something goes wrong with
the risky technology, this improves upon the allocations attainable in the trust-less economy.
This does not take us back to the first-best world, though, insofar as the amount of "labor"

that can be employed in the concave technology is constrained by the amount of resources
previously stored away in the safe technology. In other words, the IOUs that the CP issues (or
that, in a decentralized version, the private banks having access to the safe-and-show technology
would issue) must be "fully backed" by some asset or commodity. In the private banking case
we can think of this as an economy with a 100% reserve requirement ratio, as advocated, among
other, by Mises and his followers.
The "credit constraint" facing the CP is

v′(L− ̂̀t)̂̀t ≤ u′(ct)(1 + r)η′t,

hence the first order condition determining the level of employment reads

v′(L− ̂̀t) ≤ ztF2

(
kt, ̂̀t)u′(ct)

with equality when the previous constraint is not binding.
When the positive shock, zt, is large enough the credit constraint may be binding while the

first order condition may still show a strict inequality, leading to ineffi ciently low employment
and output levels. When this event is likely, the intertemporal choice is distorted as the CP -
to reduce the probability of the credit constraint binding next period - will save more in the
storage technology, i.e. in η′t, than otherwise effi cient.
In summary: while fully-backed private banking is a useful tool that substantially improves

over the equilibrium without any credit, there are still effi ciency gains from introducing fiat
money via a Central Bank, which we consider next. The extension to private banking under
fractional reserves is straightforward and leads to similar conclusions, hence I will omit it here.

7



2.4. An Economy with Fiat Money

Next we assume that "fiat money" is available: the planner (behaving as a CB) can decide how
much of it to issue and at what price to "lend" it to the private banks. The money issued by
the CB is "fiat" in the sense that is unbacked by nothing else but the expropriating power of
the state, which controls the CB and can appropriate future output (possibly at some positive
social cost). Again, for the sake of brevity, I will omit here the details of the, rather simple,
micro model supporting such behavior (references TBA).
This "institution" amounts to assuming the Central Planner can credibly promise that

future payments will be obtained from the output of the risky technology. After the aggregate
shock is revealed, the CP hires workers by issuing IOUs on Y 1, which they accept in exchange
of their labor effort. They are redeemed, at end of period, in exchange for a portion of Y 1 and
then returned to the CP that had issued them at the beginning, thereby disappearing from
circulation.
Rather obviously, this gives us back the effi cient allocation we obtained in the original

frictionless economy. At its optimal level, this fiat money satisfies

M∗
t = u′(c∗t ) · ztF2(κt, `∗t ) · `∗t .

It is not a store of value, nor it needs to be the unit of account (in the above we are using
period-t utils as a numeraire) nor a means of transactions. It is more "fiat credit", than "fiat
currency", but it looks a lot like the stuff Central Banks control, these days.
One important observation: at the optimal allocation of the economy with fiat money, the

bank’s maximum leverage ratio is, in fact, infinity. That is to say: even if there is nothing
invested in the safe technology, there are circumstances in which the optimal policy suggests
that credit should be extended to the firms operating the risky technonology. This is the case,
clearly, when the technology shock is positive. Notice that, in this case, while the optimal
leverage ratio for banks may be infinity, the one for firms (i.e. the ratio between equities and
bonds) is always finite. This is in fact determined by the properties of the production function
and the size of the technology shock. Only when the production function is completely linear
(i.e. k and ` are perect substitutes, in which case all output should be stored in the safe
technology until aggregate uncertainty is revealed) firms’leverage ratio should be infinity.
It is also apparent that, in this setting, the optimal quantity of money implies that the

optimal interest rate should be zero. Because there is no transaction demand for money and
cash balances are not held overnight, deflation is not optimal here and the "price of fiat money"
is decoupled from the household rate of time impatience. Obviosuly, reintroducing a transaction
purpose for money would, most likely, give us back the traditional Friedman Rule. The relevant
point is that the Friedman Rule seem to be due to role of currency as a mean of transaction
and not to the role played by fiat money and banks in supporting credit. The latter is just a
conjecture and the class of models of this kind in which it holds true, or not, I have not yet
verified.

3. A Simple Decentralized Economy

In this section I introduce the basic decentralized model: a production economy under aggregate
uncertainty, populated by households, firms, financial intemediaries, and a Central Bank. I
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start by assuming there is only one souce of uncertainty, the aggregate productivity shock. It
affects the risky investment projects by altering the size of their payoffs in the successful state;
safe investment projects are also available. Apart from the aggregate shock, risky investment
projects are irreversible for one full period while safe investments are not, as detailed below.
Central Bank’s policies affect individual agents by altering the conditions under which they can
borrow and lend safely. In the basic model we treat those policies as deterministic; a stochastic
policy function for the Central Bank will be introduced later on.
Households maximize their discounted utility from consumption and leisure over an infinite

horizon. Their earnings consist of both labor and capital income. The latter consists of (a)
banks’profits, (b) interest on bank’s deposits, and, (c) capital gains on shares of the firms
carrying out the risky projects. Portfolio’s allocations take place at the end of each period,
under uncertainty about tomorrow’s state of the world, while transactions involving "money"
that goes in and comes out of bank accounts and loans take place also during the period.
Firms last one period, own the capital stock, and are owned by the households; they may

borrow from banks on a period-by-period basis. Firms carry out the risky investments, while
only banks have access to the safe ones. Banks collect interest-bearing deposits from households,
borrow/lend funds from/to the Central Bank (CB), invest in the safe technology, and lend to
firms.
The Central Bank (CB) controls the rate of interest on short-run funds (rt), and the max-

imum leverage ratio (θt) it allows banks to establish between the commercial loans (Bt) they
create and time deposits (Dt) they keep invested in the safe assets. The CB stands ready to
offer any amount of loanable funds the banks demand (i.e. to "create liquidity") at the rate rt,
until the leverage ratio of the private banking sector reaches θt.
During each period, markets open in the following sequence:

• corporate bonds market, loans from banks to firms are traded;

• demand deposits market, short run deposits from households into banks;

• labor market, labor is hired by firms;

• output market, aggregate output is traded to be either consumed or invested;

• stock market, shares of firms are traded;

• time deposits market, deposits from the households to the bank are traded.

More in details. When a period starts firms are endowed with equity capital, sunk until after
production is completed and banks have their deposits invested either in the safe technology
or in reserves at the CB; both are reversible on call. Uncertainty resolves: the aggregate shock
is realized and the CB announces its monetary policy stance. To carry out production, firms
need to purchase "labor" from households on the spot market. As payments, households accept
either output or "money", which is issued by the CB; either of them firms must borrow from
banks. Banks can either lend part of last period’s output, removing it from the safe technology
where it is invested, or "money" borrowed from the CB; whichever is more convenient to them.
After labor is hired production is carried out, factors payment take place and output becomes
available. Part is consumed, part invested in the equity capital of firms operating next period,
part is deposited with the banks, at which point the period ends.
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This being a monetary economy, we use nominal prices expressed in the unit of account
called "money", which is issued by the CB.

3.1. Households

The representative household’s labor income is wt`t, where wt is the nominal wage rate and
`t ≤ L the labor supply. In the baseline case we set, v(L− `t) = v · (L− `t), which is useful to
stress the fact that "labor", here, is just a useful stand-in for any input other than those acquired
ab-initio through equities. Capital income has three sources: shareholdings (st), bank deposits
(dt), and bank profits (ϕt). Total income (wealth, in fact) is used to purchase consumption
goods, ct, new shares, st+1, and new bank deposits, dt+1, as ownership of the bank is perpetual.
Households solve:

max
{ct,st+1,dt+1,`t}∞t=0

E0

∞∑
t=0

δt[u (ct) + v(L− `t)] (3.1)

subject to: (3.2)

ptct +

∫ 1

0

qt(α)st+1(α)dα + dt+1 = wt`t + (1 + it)dt +

∫ 1

0

nt(α)st(α)dα + ϕt (3.3)

ct, `t, st+1, dt+1 ≥ 0, plus transversality.
Here and in what follows, pt is the price of output; qt(α) the price at which a share in firm

α, operating in period t+1, may be purchased at the end of period t; nt(α) the market value of
a share in firm α at the end of period t; it the interest paid by banks on dt;ϕt the banks’profits,
accruing to households. All these quantities, but the interest rate that is a pure number, are
expressed in current units of account. The utility functions u and v are concave and satisfy
standard conditions.
Within each period, the timing for households is as follows: after the aggregate uncertainty

is lifted they sell labor to firms for a payment of wt`t, which they deposit in the bank, production
is then carried out and households receive capital income from the firms and the banks, at which
point consumption and saving take place.

3.2. Technology and firms

A risk-free technology is available, to which only banks have access. Output can be stored
there at the end of each period. When the new period starts the stored output can either be
recovered and used somewhere else, or left invested in the safe technology, yielding a total real
return of 1 + r > 0 by the end of the same period. We use ηt ≤ η′t to denote the physical
amount of resources finally retained for production, whereas η′t is the amount stored at the end
of the previous period t− 1. Hence, output from the safe techonology is

Y 2
t = (1 + r)ηt.

In each period, different types of risky investment projects are also available that we index
by their probability of success, α ∈ [0, 1]. To make our life easier, the measure of projects of
type α, each involving a unit-size investment, is µ(α) = 1/α - in Appendix I (TBA) we work out
the details of this and of the more general exponential case. Given the aggregate productivity
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shock, zt ∈ {zt, zt}, the gross productivity of an investment project of type α is

zt(1 + a), with probability 0 ≤ α ≤ 1;

0, with probability 1− α.
Write At(α) = αzt(1 + a) to denote the expected return on a project of type α. To save

on notation, the dependence of At on α will be omitted; also, we use At and At to denote the
payoff associated with, respectively, the low and the high aggregate shock. If 0 < k(α) ≤ 1/α
units of capital are invested in projects of type α, k(α) independent projects of that type will
be implemented. Assume each project has a Cobb-Douglas production function of "all inputs
other than capital" that, to simplify, we summarize here with just "labor". Total output from
each family α of projects will therefore be

yt(α) =

∫ kt(α)

0

At(α)`t(α)
1−ϑds = At(α)kt(α)`t(α)

1−ϑ,

and aggregate output from the risky technology is

Y 1
t =

∫
yt(α)dα.

We identify each class of equities with a class of investment projects: projects of type α are
exclusive to "firm" α2. At the end of each period, households invest in firms by purchasing their
shares at a unit price of qt−1(α); we normalize at one the number of shares of each firm, hence
qt−1(α) is the market value of the firms of class α at the end of period t−1 and at the beginning
of t. At the start of the period, firms observe the aggregate productivity shock, zt, and the
monetary policy stance, rt and θt; then they hire labor and carry out their production projects,
the output of which becomes available at the end of the period. The hiring of labor needed
to complete the production process are financed through bank loans, the nominal amount of
which we denote with bt(α).
The initial shareholders’ capitalization endows the firm with kt(α) = qt−1(α)/pt−1 units

of productive capacity, which is sunk when period t begins. Therefore, before uncertainty is
resolved, the beginning-of-period market value of firms is

Vt =

∫
qt−1(α)dα.

Bank loans, bt(α), are used to purchase "labor", a stand-in for all other inputs in the baseline
model. Households are not willing to lend their "labor" to the firms - maybe because of a private
information problem, or maybe because the length of the production "period" is long relative
to their consumption needs, or just because ... - and ask for payment up front. Firms must
borrow from banks to finance such payments. With a a loan equal to bt(α), `t(α) = bt(α)/wt

2The careful reader will notice an ambiguity that borders "handwaving" here ... a firm or a sector or a "class
of equities"? Indeed, the industrial organization portion of this model still needs ironing!
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units of "labor" are acquired and productive capacity then becomes

yt(α) =

∫ kt(α)

0

At(α)`t(α)
1−ϑ =

∫ qt−1(α)/pt−1

0

At(α) [bt(α)/wt]
1−ϑ ds.

Let ibt be the nominal interest rate on loans. The end-of-period market value of firms of
type α is

nt(α) = ptyt(α)− (1 + ibt)bt(α) =
pt
pt−1

At(α) [bt(α)/wt]
1−ϑ qt−1(α)− (1 + ibt)bt(α).

In other words, the rate of return on shareholders’investment is

ξt(α) =
nt(α)

qt−1(α)
= πtAt(α) [bt(α)/wt]

1−ϑ − (1 + ibt)θt(α),

where πt = pt/pt−1 is the rate of inflation, and θt(α) = bt(α)/qt−1(α) is the leverage ratio of the
firm.
To determine firms’demand for loans, proceed as follows. When periods t begins firm α has

capitalization qt−1(α); note that qt−1(α) = 0 is possible, and likely to be true for values of α
near 0. Upon observing zt, ibt and the maximum admissible leverage level θt(α), firms proceed
to maximize profits by borrowing according to

bt(α) = min
{
(1− ϑ)qt−1(α)
(1 + ibt)w

1−ϑ
t

πtAt(α), θt(α)qt−1(α)
}
.

As expected, high initial market valuation, high inflation rates and high productivity shocks
lead to higher levels of nominal borrowing. These, in turn, lead to higher level of real activity,
higher "wages", and higher end-of-period market value of firms.
Notice that the credit mechanism studied here is different from the one adopted in models

of the "financial accelerator" variety (e.g. Bernanke and Gertler, or Kiyotaki and Moore, exact
references TBA), with which it is nevertheless compatible and, in fact, complementary. In
particular, in a more general model, one can allow for both "unsecured" (the one modeled
here) and "secured" or "collateralized" credit. An increase in the amount of unsecured credit
available leads to an increase in the market valuation of firms, which may in turn lead to an
increase of collateralized credit, and so on, amplifying the financial accelerator mechanism and
endogenizing it. In turn, a reduction in the amount of unsecured credit available (due, e.g.,
to an increase in the interest rate banks charge for it) leads to a drop in the market value of
firms and hence, through the financial accelerator that collateralized credit implies, to a further
reduction of credit and of economic activity. To put it differently, the type of credit I study is a
possible channel through which the exogenous shocks reducing the value of the collateral, and
setting in motion the financial accelerator mechanism, could be reasonably endogenized.

3.3. Banks

There is a continuum of identical banks or, which is the same, a price taking representative
bank. Households own banks through an untraded perpetual share, while their interest-bearing
deposits act as the bank’s working capital. This is a limitation of the model, and moral
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hazard’s considerations for the bank sectors - arising from the distinction between own capital
and deposits - will have to be addressed elsewhere.
With the deposits received at the end of period t − 1, banks acquire η′t = dt/pt−1 units of

period t − 1 output that will yield a gross return of 1 + r next period, if invested in the safe
technology. In the meanwhile, the output is stored and kept "overnight". Because the banking
sector is competitive, the rate of interest promised to depositors will equal r plus expected
inflation, i.e. it = r+πet . Because the investment in the risk-free technology is reversible, this is
a safe way to store funds between the end of one period and the beginning of the next, waiting
for aggregate uncertainty to resolve.
While households commit their deposits at the end of the previous period, the banks’port-

folio allocation is determined only after uncertainty is realized. When period t starts, banks
hold those deposits either as reserves with the CB or invested in the safe assets. Their balance
sheet looks like this

Balance Sheet at starting of period t
Safe Assets ptη′t Deposits from Households dt

Reserves with CB R′t Equity et

Where the (positive or negative) value of equity is given by et = (pt−pt−1)η′t and is, at this point
of our story, purely virtual (pretend, to simplify, the bank starts period t with zero reserves).
Next comes the CB intervention: this amounts to announcing a policy stance, i.e. a pair of

values (rt,θt) and carrying out the open market operations needed to achieve the target rate.
An open market operation, in this model, consists in buying/selling safe assets from/to the
representative banks in exchange for cash. At this stage, we can think of the latter in the
form of reserves held at the CB: its open market operations change the composition of banks
portfolios at the beginning of the period. Hence, the balance sheet of the representative banks
looks like

Balance Sheet after open market operation
Safe Assets ptηt Deposits from Households dt

Reserves with CB Rt Equity et

Let γ be the reserve requirement, which we assume constant at this stage. Banks hold
reserves with the CB and, during period t, they may borrow from the CB’s discount window at
a rate rt in order to lend to firms. Write Dt = ptηt and denote with Bt the amount they lend.
Recall it should satisfy

Bt ≤ min {θtDt; γRt} .
Assume the loans issued by banks are also completely deposited within the banking system (i.e.,
all commercial transactions are being mediated through bank notes). After all the borrowing
and lending is completed, and before interests are paid, the banks’ balance sheet looks as
follows:

Bank’s Assets and Liabilities
Safe Assets Dt Deposits from Households dt
Loans to firms Bt Demand deposits mt

Reserves with CB Rt Own Equity/Profits et

Consider bank’s actions in more details. At the end of period t − 1 banks receive dt units
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of money from households, to whom they promise to pay back (1 + it)dt units of money next
period. Banks use the dt units of money to purchase η′t = dt/pt−1 units of periot t−1 output to
be held "over night" in the safe technology. Those η′t units are worth η

′
tpt units of money the

morning after. Of these η′t units, the bank keeps ηt ≤ η′t invested in the safe technology, for a
nominal value of Dt = ηtpt, while the remaining is kept in the form of reserves Rt with the CB.
Out of these reserves the bank creates risky loans by issuing credits to the firms, in the amount
Bt, which is constrained twice. Once, operationally, it is constrained by the fractional reserve
ratio γ > 0, which we assume fixed at this time3; secondly it is constrained by the leverage
ratio θt the CB sets between the risky and the safe portions of the bank’s balance sheet. Notice
that, because of our simplifying assumption that there is no transaction demand for money,
the nominal amount of demand deposits, mt, held with the banking systems (by the workers,
as we will see) is equal to the amount lent to firms, Bt.
Recall also that those ηt units kept invested in the safe technology (as a result of, both,

the CB open market operation and banks’portfolio allocation choices) yield a total output of
Y 2
t = (1 + r)ηt units at the end of period t, with a nominal value of (1 + r)ηtpt = (1 + r)Dt.
Summing up: given a monetary policy stance, the optimization problem of a bank is

max
Bt,Dt,Rt

ϕt = (1 + ibt)Bt+(1 + r)Dt + (1 + rt)Rt − (1 + ît)mt − (1 + it)dt,

s.to: Bt +Dt +Rt ≤ dt +mt + et

Bt ≤ min {θtDt; γRt}

A few things should be noted. Because bygones are bygones, capital gains or losses on the
safe assets, induced by the open market operations of the CB, are already sunk at the time
the bank makes its lending decisions. Hence, as long as ibt ≥ r/θt and the reserve ratio is not
binding, banks will want to increase Bt until it equals θtDt and pay no interest on demand
deposits mt (i.e. ît = 0). Perfect competition then implies that ibt = rt will hold and that the
lower bound on the (real) short term rate the CB can set is given by rt = r/θt. For values
of rt ≤ rt, the model generates a "liquidity trap" as banks are no longer interested to use the
available liquidity to lend to firms but, instead, will invest it in the safe asset.

3.4. Central Bank

The central bank (CB) has a monopoly on issuing "loanable funds", or "money". Banks discount
their loans to firms with the CB and, in exchange, receive money, Mt, which they can lend to
firms.

Central Bank’s Balance Sheet
Securities from Banks B′t Reserves (Deposits) from Banks Rt

Safe Assets (η′t −ηt)pt Net Worth Et

3This is related, part, to the fact that we do not have a demand for money for transaction purposes in our
model and, part, to the fact that, in a more complete model, what is actually fixed is the lower bound γ, while
the actual reserve ratio should be treated as an equilibrium outcome.
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Loanable funds are generated, first of all, by the CB by purchasing safe assets from banks during
open market operations. Secondly, loanable funds are also created by the CB by discounting
securities banks receive from the firms they are financing and increasing banks’ reserves in
exchange. Banks’reserves with the CB can be swapped at any time with currency and are, in
the simplified case we are studying here, the only amount of fiat money in existence.

3.5. Market clearing

1. Goods market:

ct +

∫ 1

0

kt+1(α)dα + η′t+1 =

∫ 1

0

yt(α)dα + (1 + r)ηt

2. Stock market:
st(α) = 1, for all α

3. Loan market:
Bt +Dt +Rt = dt +mt + et

4. Labor market:
Bt/wt = `t

Walras’ Law and the household’s budget contraint implying that the market for bank’s
deposits will also clear when these four equations are satisfied.
Now, if we knew how to do it, we would move on and characterize the properties of the

competitive equilibrium of this economy. Because we do not, we try a round-about way, i.e. we
try to figure out if there is, at least, some constrained central planner problem that may help
characterizing the equilibrium of the decentralized economy when the Central Bank follows an
optimal policy. The, more interesting, case of general or sub-optimal Central Bank’s policies
will have to wait for future versions of these notes.

4. Competitive Equilibrium

Let us go back to the decentralized economy described above and consider equilibrium under
two different institutional settings: with banks but without the CB, and with both banks and
the CB. The decentralization of the frictionless Brock&Mirman-like allocation is well known
and will be omitted.

4.1. Banks but not Central Bank

In this setting, bank notes must be "backed" by some "gold standard like" mechanism, i.e. the
banks will issue credit to the firms and back-up their payment promises with (some of) the
real resources η′t deposited with them by the households. Because of this, the equilibrium (and
optimal) bank multiplier is finite in this setting. Only when fiat money and a central bank are
introduced we can dispense with this restriction.
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The conditions under which such bank lending takes place and the amounts involved, are
determined by the same first order conditions listed above for the case in which the central
planner could only use inside and not outside money.
The price level is stationary and countercyclical as it is pinned-down by the marginal utility

of consumption. The real wage may be either as it depends on the relative magnitudes of the
technology shock, the curvature of the aggregate technology and that of the disutility of labor.
To be completed.

4.2. Banks and Central Bank

In this setting there is both inside and outside money. Banks will issue credit to firms using
either the deposits as a guarantee or the funds issued by the Central Bank. How much of
one and of the other kind of money will be used is determined by the first order conditions
solving the banks’profit maximization problem presented in Section 2. It can be seen that this
depends on the technology shock, the productivityof the safe technology, the interest rate rt
the CB chooses and the leveraging ratio it imposes on banks.
What’s more important, though, is that because the CB can determine the opportunity cost

of holding funds with it, as reserves, or of borrowing funds from it, at the discount window, it
will also determine the price at which banks may or may not be willing to lend to the private
sectors the deposits it receives by the the private sector itself via the banking multipliers. The
leverage ratio θt the CB imposes acts, then, as an upper bound on the bank multiplier. Possibly
inappropriately, I call "outside money" the difference between the total amount of lending to
the private sector, B, and the original deposits received at the end of the previous period, d;
i.e. Mt = Bt − dt.
The qualitative findings are simple: when monetary policy is "lax", i.e. rt is low and θt

high, mostly or even exclusively outside money will be used, while the opposite is true when
monetary policy is "rigid". In either case the price level is pinned down by a (slightly modified)
quantity equation in which the marginal disutility of labor and the leverage ratio also enter.
The main conclusions we derive from our theoretical analysis of this case are summarized

next.
As the Central Bank decreases the cost of outside money, rt, and relaxes the leverage con-

straint θt, hence the demand for outside money Mt coming from banks increases, two scenarios
are possible.

1. For the baseline case in which v(`) = v`, when either the rate of return z on the riskless
technology is high, or the propensity to save/invest is low, so that full employment does
not obtain in the equilibrium without outside money:

Output increases together with the market value (net worth) of firms until full employment is
reached.

Full employment and maximal output are reached at the (unique?) pair ( rt,θt) inducing the
optimal quantity of outside money M∗

t to be demanded by banks. At higher levels of Mt

output and employment remain constant.

The nominal price of output remains constant, or increases slightly depending on the curvature
of the (aggregate) concave technology. Values of Mt higher than M∗

t generate inflation.
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The nominal wage increases while the real wage is constant.

As the nominal value of shares increases, so do its real valuation until full employment is
reached. After that only the nominal value increases. The share of GDP accruing to
capital may go either way.

2 For the general case in which v(`) is strictly convex, the analysis is more complex and
I do not yet have a set of definitive results to present. The complication comes from the
following fact: because the CB fixes both a nominal interest rate and a leverage ratio,
when the latter is particularly low the marginal productivity of labor may still be higher
than the marginal disutility of labor (at equilibrium). Still if all the inside money that is
profitable to lend has been lent (assume z is high so it is not convenient to shift resources
from the linear to the concave technology) and the banks have reached the maximum
leverage ratio allowed, additional lending to hire more workers becomes impossible. I
conjecture that in this case we would observe a reduction in the nominal price level, with
respect to the case in which the optimal quantity of outside money is issued, and the
allocation would be ineffi cient, with too little output and too little employment. Hence,
an increase in the quantity of money, due for example to an increase in the maximum
allowed leverage ratio, would increase effi ciency and output, together with the price level
It is also unclear, yet, if the opposite is the case when the monetary stance is very lax
and the quantity of outside money is, in equilibrium higher than the optimal one. That
this will generate an increase in the nominal values of assets and in the general price level
(i.e. "inflation") seems clear enough, but it is not clear if this can also lead to "too high"
a level of employment.

In either case, monetary policy has real effects in this particular kind of world; moreover it
may cause an increase in the valuation of assets in the presence of an otherwise stable price
level.
To be completed.

5. Long and Short Term: Taking a Lunch Break

One of the main tenet of the class of theories I am investigating is that aggregate models are
good for nothing, as their very special properties obscure the key sectorial forces at work in real
economies. In particular, the Austrian theorists say, one must recognize that some production
processes are more capital intensive than other, hence takes longer (are more "time intensive" or
have a "longer production period") to connect the dots going from inputs to output. It is indeed
a well established fact that the dynamic properties of one sector models are extremely special
and evaporate as soon as one moves to models with two or more sectors - see, e.g. Benhabib
and Nishimura [1979], Boldrin and Montrucchio [1986], detailed references to be added. The
idea is therefore worthy of some investigation as the simple one-sector model studied above
may fail to deliver the Austrian predictions not because these are inconsistent or too special,
but only because it rules them out, a-priori, the same way that one-sector growth models rule
out endogenous cycles by force of the constant trade-off between consumption and investment
they assume.
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In particular, the Austrian main argument, stressing the relevance of a multisector disag-
gregated analysis, is summarized in the following way on the same page on Wikipedia quoted
earlier:
According to the theory, the boom-bust cycle of malinvestment is generated by excessive and

unsustainable credit expansion to businesses and individual borrowers by the banks.[18] This
credit creation makes it appear as if the supply of "saved funds" ready for investment has
increased, for the effect is the same: the supply of funds for investment purposes increases,
and the interest rate is lowered.[19] Borrowers, in short, are misled by the bank inflation into
believing that the supply of saved funds (the pool of "deferred" funds ready to be invested) is
greater than it really is. When the pool of "saved funds" increases, entrepreneurs invest in
"longer process of production," i.e., the capital structure is lengthened, especially in the "higher
orders", most remote from the consumer. Borrowers take their newly acquired funds and bid
up the prices of capital and other producers’goods, which, in the theory, stimulates a shift of
investment from consumer goods to capital goods industries. Austrians further contend that
such a shift is unsustainable and must reverse itself in due course. [...]
The proportion of consumption to saving or investment is determined by people’s time pref-

erences, which is the degree to which they prefer present to future satisfactions. [...]
Because the debasement of the means of exchange is universal, many entrepreneurs can make

the same mistake at the same time (i.e. many believe investment funds are really available for
long term projects when in fact the pool of available funds has come from credit creation - not
real savings out of the existing money supply). As they are all competing for the same pool of
capital and market share, some entrepreneurs begin to borrow simply to avoid being "overrun"
by other entrepreneurs who may take advantage of the lower interest rates to invest in more up-
to-date capital infrastructure. A tendency towards over-investment and speculative borrowing
in this "artificial" low interest rate environment is therefore almost inevitable.[18]
This new money then percolates downward from the business borrowers to the factors of

production: to the landowners and capital owners who sold assets to the newly indebted entre-
preneurs, and then to the other factors of production in wages, rent, and interest. Austrian
economists conclude that, since time preferences have not changed, people will rush to reestab-
lish the old proportions, and demand will shift back from the higher to the lower orders. In
other words, depositors will tend to remove cash from the banking system and spend it (not save
it), banks will then ask their borrowers for payment and interest rates and credit conditions will
deteriorate.[18]
Austrian economists theorize that capital goods industries will find that their investments

have been in error; that what they thought profitable really fails for lack of demand by their
entrepreneurial customers. Higher orders of production will have turned out to be wasteful, and
the malinvestment must be liquidated.[22] In other words, the particular types of investments
made during the monetary boom were inappropriate and "wrong" from the perspective of the
long-term financial sustainability of the market because the price signals stimulating the invest-
ment were distorted by fractional reserve banking’s recursive lending "ballooning" the pricing
structure in various capital markets.
This sounds pretty complicated - at least to me - and I bear no hope to have fully understood

all its subtleties and nuances, let alone being able to provide a formal representation of all
the ideas packed in the large literature supporting the long citation I just forced you to read.
Nevertheless, I will try making a first step in the direction Austrian theorists indicate we should
travel. Other will follow in future versions of this work or, possibly, through the work of more
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able researchers.

5.1. Longer and shorter production processes

Because we need at least two technologies, each with a different time length between inputs
and outputs, I will assume that one of my production processes takes longer than the other
to complete. Because, at least according to the theories I am trying to formalize, the longer
production processes are those in which investment, financed by borrowing from banks, mostly
takes place, I assume the risky production process takes longer to complete than the safe one.
Therefore, we split period t in two subperiods, before (tam) and after (tpm) lunch. In this

new world, the day starts in the morning (like in every other world) and inputs are assigned
to both the risky and the AM-safe production process. In other words, the first production
sub-period begins in the morning, when and ηamt is applied, and ends right before lunch, when
Y am
t becomes available.

Y am
t = (1 + r)ηamt

The output available at lunch time can either be eaten or reivensted in the PM-safe tech-
nology

Y am
t ≥ camt + ηpmt ,

which yelds its output in the evening

Y pm
t = (1 + r)ηpmt

when also the risky production process ends

Y 1
t = ztF (kt, `t) =

∫
At(α)kt(α)`t(α)

1−ϑdα; kt =
∫
kt(α)dα, `t =

∫
`t(α)dα.

During the evening, total output is split as in the previous world, i.e.

Y 1
t + Y pm

t ≥ cpmt + η′t+1 + kt+1

5.2. Preferences

Define a new intratemporal utility function as

U(camt , cpmt ) = u(camt ) + βu(cpmt ); β > 0.

Intertemporal utility is now

E0

∞∑
t=0

δt[U (camt , cpmt ) + v(L− `t)].

5.3. First best

The first best allocation is rather simple, insofar as it mimics the one for the standard Brock&Mirman
model, with the added complexity that, because ηamt+1 ≤ η′t+1 we must have
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u′ (cpmt ) = δ(1 + r)u′
(
camt+1

)
,

and because Y am
t+1 ≥ camt+1 + ηpmt+1, we also have

u′
(
camt+1

)
= β(1 + r)u(cpmt+1).

On the other hand, because Y 1
t + Y pm

t ≥ cpmt + η′t+1 + kt+1,

u′ (cpmt ) = δβEt
{
u′
(
cpmt+1

)
zt+1F1(kt+1, `t+1)

}
.

Finally, because Y 1
t = ztF (kt, `t), the effi cient allocation of labor is

ztF2(kt, `t) = v′(L− `t)/u′ (cpmt ) .

5.4. Market Structure and Budget Constraints

A number of alternative market structures are worth considering. [What follows is a cursory
summary of tentative results and more or less well proved conjectures.] To be completed.

5.4.1. Private segmented banks

Assume only private banks exist, which are of two kinds: those making long term loans to firms
operating the risky technology (IBs), and those taking short term deposits to invest in the safe
technology (CBs). In our simple setting, with no uncertainty and a representative household,
the CBs are just production firms running the AM-safe and PM-safe technologies on behalf of
households.
The IBs, on the other hand, would have to take in long-term deposits from households to

back their issuance of the bank-notes necessary to provide the risky firms with the credit they
need. The amount of such deposits will depend on the equilibrium reserve ratio the IBs manage
to use: the lower the reserve ratio the lower the amount of deposits taken in. The relevant point,
obviously, is that (contrary to a classical Austrian claim) the lower is the fraction of deposits
held on reserve, the more effi cient is the allocation.
Barring external shocks, this market structure yields "stable" allocations, in the sense that

there is no space of "malinvestments" and credit-induced booms and busts. At the same time,
it is clear that eliminating the segmentation of banks would increase output, which is the next
case.

5.4.2. Private general banks

Assume there is only one kind of bank, which take in short-term deposits to invest in the safe
technologies as well as to lend long-term to risky firms. We get a result similar to the one in the
previous case, even if (ceteris paribus) this market structure induces a less ineffi cient allocation
as the output invested in the safe technologies can be used to back the issuance of long-term
credit and there is no "idle" output in the reserves of the, now defunct, IBs.
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5.4.3. Private segmented banks and a Central Bank

Add a Central Bank to the stylized Glass and Steagall world described above. If the Central
Bank follows the optimal policy, the first best can be achieved again. The optimal policy
consists in issuing fiat money to lend to the IBs, in exchange for the bonds issued by the risky
firms being financed, while the Central Bank can safely ignore the CBs activities. Note that, in
this setting, the optimal policy requires the Central Bank to set the "long-term" rate to zero,
where "long-term" here is defined by the length of the risky production period.
To the extent the two kinds of banks remain separated, a Central Bank that makes "mis-

takes" (e.g. by moving around the interest rate in an unpredictable fashion) may cause under-
investment or, in the opposite case, inflation, but it cannot cause the booms and busts the
Austrian theories predict.

5.4.4. Private general banks and a Central Bank

Add a Central Bank to the world in which there is only one kind of private bank, taking in
both short-term and long-term deposits and lending also short and long. If the Central Bank
follows the optimal policy, the first best allocation can be achieved again.
If, on the other hand, (i) the private banks finance the long-term investments by means of

two consecutive short-term loans, one in the morning and one after lunch, and, (ii) the Central
Bank controls only of the short-term rate, a "mistake" by the Central Bank may induce booms
and busts.
These are represented by equilibria in which the short-term rate is "low" in the first sub-

period - hence credit for the long term production plan is abundant and many "workers" are
employed - and "unexpectedly high" in the second subperiods - hence some of the short-term
loans are not runned over as they are no longer profitable. In our stylized model, "workers"
refuse to supply labor in the second subperiod, final output is lower than expected and the
market value of the equities invested in the risky technology drops unexpectedly.
To be completed.

6. Open Economy

Same model as the aggregate economy with uniform production periods, plus a second con-
sumption good, which is non-tradeable and produced only in the home country, whereas the
tradeable consumption good is produced both at home and abroad. This is our proxy for the
"real estate" services, hence assets, the pricing of which we want to study eventually. We have
no results to report for this feature of the model.
The key assumptions are now the following:

1. The foreign country’s output of the tradeable good is available after the technology shock
is revealed and, being homogeneous to the home country’s output, it can be added to the
capital stock invested in the concave technology. The purchase can be financed through
funds issued by the Central Bank to the banks and from these to the firms.

2. The foreign country has a practically unlimited supply of labor that can be employed
at a constant marginal cost. Said otherwise, the nominal price of the tradeable good is
essentially irresponsive to the amount of funds the CB of the home country issues.
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The main conclusions we derive from our theoretical analysis are the following:
As the Central Bank increases the nominal amount of funds, Mt, available, and relaxes the

leverage constraint:

Output in the home country increases together with the market value (net worth) of firms.

The nominal price of output remains constant, or grows at the same rate at which the price of
output in the foreign country grows when expressed in the home currency.

The nominal (and real, therefore) wage is constant.

As the nominal value of shares increases, so do its real valuation and the share of GDP accruing
to capital.

In other words, monetary policy has real effects in this particular kind of world.
Conjecture: in the model with a non-tradeable good (produced by some non-tradeable

asset) the nominal (hence, real) value of such asset also increases, roughly one-to-one with the
stock market valuation of the risky technology.
To be completed.

7. Conclusions

To be added
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